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Users 

Items 

ÇMatrix approximation based collaborative filtering 
ÅBetter recommendation accuracy  
ÅHigh computation complexity: O(rMN) per iteration 
ÅClustering based matrix approximation 
ÅBetter efficiency but lower recommendation accuracy 
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WEMAREC Design 

ÇDivide-and-conquer using submatrices 
ÅBetter efficiency  
ÅLocalized but limited information  

ÇKey components 
Å Submatrices generation 
Å Weighted learning on each submatrix 
Å Ensemble of local models 
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Step (1) – Submatrices Generation  
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After clustering 

Matrix size:                 4×4 
Co-clustering size:     2×2 

ÇChallenge 
Å Low efficiency 
e.g., O(kmn) per iteration for k-means clustering 

ÇBregman co-clustering 
Å Efficient and scalable 
O(mkl + nkl) per iteration 

Å Able to detect diverse inner structures 
Different distance function + constraint set  =>   different co-clustering  

Å Low-parameter structure of the generated submatrices 
Mostly uneven distribution of  generated submatrices 

5 



Step (2) – Weighted Learning on Each Submatrix  

ÇChallenge 
ÅLow accuracy due to limited information 

ÇImproved learning algorithm 
ÅLarger weight for high-frequency ratings such that the model 

prediction is closer to high-frequency ratings 
 
 
To train a biased model which can produce better prediction on partial ratings 

M =argmin
𝑋

𝑊⊗ 𝑀−𝑋  ǎΦǘΦΣ    𝑟𝑎𝑛𝑘𝑋 =𝑟,   𝑊𝑖𝑗∝Pr𝑀𝑖𝑗 

Rating  Distribution  RMSE without  Weighting   RMSE with Weighting  

 1  17.44%  1.2512 1.2533 

 2  25.39%  0.6750  0.6651 

 3  35.35%  0.5260  0.5162  

 4  18.28%  1.1856  1.1793  

 5 3.54%   2.1477 2.1597 

 Overall accuracy  0.9517 0.9479  

Case study on synthetic dataset  
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Step (3) – Ensemble of Local Models  

ÇObservations 
ÅUser rating distribution                User rating preferences 
Å Item rating distribution                Item quality 

 

ÇImproved ensemble method  
ÅGlobal approximation considering the effects of user rating 

preferences and item quality 
 

 
ÅEnsemble weight 

1   2  3  4  5 

Probabilities of 𝑀𝑢  0.05 0.05 0.1 0.5 0.3 
Probabilities of 𝑀𝑖 0.05 0.05 0.1 0.2 0.6 

M 𝑢𝑖= 
𝑄𝑢𝑖

(𝑡)

 𝑄𝑢𝑖
(𝑠)

𝑠𝑡
𝑀 𝑢𝑖

(𝑡)
 

1 

5 

4 

1 + 0.05 +0.05 = 1.1 

1 + 0.3 +0.6 = 1.9 

1 + 0.5 +0.2 = 1.7 
1.1 + 1.9 + 1.7 

𝑄𝑢𝑖
(𝑡)=1+𝛽1Pr𝑀 𝑢𝑖

(𝑡)
 𝑀𝑢 +𝛽2Pr𝑀 𝑢𝑖

(𝑡)
 𝑀𝑖 

1.1 x 1 + 1.9 x 5 + 1.7 x 4 
= 3.70  >  3.33 = 

3 

1 +  5 + 4 

Model 1 

Model 2 

Model 3 7 
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ÇError bound 
Å [Candés & Plan, 2010] If M∈ℝ𝑚×𝑛 has sufficient samples 

(Ω≥𝐶𝜇2𝑛𝑟log6𝑛), and the observed entries are distorted 
by a bounded noise Z, then with high probability, the error is 
bounded by 

𝑀−𝑀 
𝐹
≤4𝛿 2+𝜌𝑚

𝜌
+2𝛿  

Å Our extension: Under the same condition, with high 
probability, the global matrix approximation error is bounded 
by  

D𝑀 ≤
𝛼1+𝛽0

𝑚𝑛
4
2+𝜌

𝜌
𝑘𝑙𝑚+2𝑘𝑙 

ÇObservations 
Å When the matrix size is small, a greater co-clustering 

size may reduce the accuracy of recommendation.  
Å When the matrix size is large enough, the accuracy of 

recommendation will not be sensitive to co-clustering 
size.  

Theoretical Bound 
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Empirical Analysis –  Experimental Setup 

Benchmark datasets  

ÇSensitivity analysis 
1. Effect of the weighted learning 
2. Effect of the ensemble method 
3. Effect of Bregman co-clustering  

ÇComparison to state-of-the-art methods  
1. Recommendation accuracy  
2. Computation efficiency 

  MovieLens  1M MovieLens  10M Netflix 

#users 6,040 69,878 480,189 

#items 3,706 10,677 17,770 

#ratings 106 107 108 
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Sensitivity Analysis – Weighted Learning  
uneven 

even 

weighted learning algorithm can 
outperform no-weighting methods 

optimal weighting parameter on uneven 
dataset is smaller than that on even dataset 

 Rating  
D1 

(uneven) 

D2 

(medium) 

D3 

(even) 

1 0.98% 3.44% 18.33% 

2 3.14% 9.38% 26.10% 

3 15.42% 29.25% 35.27% 

4 40.98% 37.86% 16.88% 

5 39.49% 20.06% 3.43% 

Rating Distribution of Three 
Synthetic Datasets  
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Sensitivity Analysis – Ensemble Method 

point at (𝟎,𝟎) denotes the result of simple 
averaging, which is outperformed by  our 
proposed ensemble method  

information about user rating preferences is 
more valuable than that of item quality 
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recommendation accuracy is maintained as 
co-clustering size increases 

Sensitivity Analysis – Bregman Co-clustering 

recommendation 
accuracy increases as 
rank increases 

recommendation accuracy decreases as 
co-clustering size increases 

MovieLens 10M Netflix 
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Comparison with State-of-the-art Methods (1)  
– Recommendation Accuracy 

  MovieLens 10M Netflix 

NMF 0.8832±0.0007 0.9396±0.0002 

RSVD 0.8253±0.0009 0.8534±0.0001 

BPMF 0.8195±0.0006  0.8420±0.0003 

APG 0.8098±0.0005 0.8476±0.0028 

DFC 0.8064±0.0006 0.8451±0.0005 

LLORMA 0.7851±0.0007 0.8275±0.0004 

WEMAREC 𝟎.𝟕𝟕𝟔𝟗±𝟎.𝟎𝟎𝟎𝟒 𝟎.𝟖𝟏𝟒𝟐±𝟎.𝟎𝟎𝟎𝟏 
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Comparison with State-of-the-art Methods (2)  
– Computation Efficiency  

Execution time on the MovieLens 1M dataset 
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Conclusion 

ÇWEMAREC – Accurate and scalable recommendation 

ÅWeighted learning on submatrices  
ÅEnsemble of local models 

ÇTheoretical analysis in terms of sampling density, 
matrix size and co-clustering size 

ÇEmpirical analysis on three benchmark datasets 

ÅSensitivity analysis 
Å Improvement in both accuracy and efficiency 

16 



17 

Trade-off between Accuracy and Scalability 
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Detailed Implementation 


